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Exam | Partial Differential Equations (CES+SISC) | 05.03.2025

Problem 1.
We consider periodic, real-valued functions u on the intervall [−1, 1] ⊂ R. They can be
written as Fourier series

u(x) =
∑
k∈Z

αke
ikπx x ∈ [−1, 1]

with Fourier coefficients αk ∈ C. The integral satisfies∫ 1

−1

|u(x)|2 dx =
∑
k∈Z

|αk|2

(a) First, consider the H1-function u : [a, b] → R. What is the definition of the Sobolev-norm
∥u∥H1([a,b])?

(b) Show that for periodic, real-valued functions u on [−1, 1] we have the relation

∥u∥H1([−1,1]) =

√∑
k∈Z

(1 + k2π2) |αk|2

for the Sobolev-norm.

(c) Show that the one-dimensional Poisson problem

−∆u = f, x ∈ [−1, 1]

for a periodic function f has the periodic solution

u(x) =
∑

k∈Z\{0}

βk
k2π2

eikπx,

where βk, k ∈ Z are the Fourier coefficients of the given function f .

Hint: You can compare the Fourier coefficients on both sides of the equation due
to orthogonality.

Remark: We ignored the coefficient at k = 0 assuming a zero mean of u.

(d) Compute the H1-norm of the Poisson solution u from (c) in terms of its Fourier coeffi-
cients and proof the relation

∥u∥H1([−1,1]) ≤ ∥f∥L2([−1,1])

for periodic solutions.

1 + 2 + 1 + 1 = 5 Points
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Problem 2.
On the domain Ω ⊂ R2 we look for the unknown functions u : Ω → R and s : Ω → R2 given
by the system of partial differential equations{

div(s) = −u+ f

grad(u) = −s
in Ω,

s · n = 0 on ∂Ω,

where n is the outer normal of the domain Ω and f : Ω → R a given source.

(a) Eliminate the variable s and find an alternative PDE for u.

(b) By using the test functions (v, r)T derive the variational formulation or weak form

−
∫
Ω

s · grad(v) dx+

∫
Ω

r · grad(u) dx+

∫
Ω

v u dx+

∫
Ω

r · s dx =

∫
Ω

v f dx ∀
(
v
r

)
of the original system. Give a formal reason for the choice u, v ∈ H1(Ω) and s, r ∈
L2(Ω). Write the variational formulation as

a

((
u
s

)
,

(
v
r

))
= l

((
v
r

))
and identify a and l.

(c) Show that the bilinear form a is not symmetric.

(d) Show that the statement∣∣∣∣a((us
)
,

(
u
s

))∣∣∣∣ = ∥u∥2L2(Ω) + ∥s∥2L2(Ω)

holds. Is the bilinear form coercive for functions
(
u
s

)
∈ H1(Ω)× L2(Ω)?

Hint: We define the norm∥∥∥∥(us
)∥∥∥∥

H1(Ω)×L2(Ω)

:=
√
∥u∥2H1(Ω) + ∥s∥2L2(Ω).

2 + 3 + 1 + 2 = 8 Points
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Problem 3.
Let V be a Hilbert space and consider a bilinear form a : V × V → R as well as a linear
form b : V → R that satisfy the conditions of the Lax-Milgram theorem. Let also VN be an
N -dimensional subspace of V .

(a) Derive a linear system of equations for the Ritz-Galerkin solution uN ∈ VN of the
variational formulation in V defined by a and b.

(b) Which properties does the Ritz-Galerkin matrix AN have? Is the linear Ritz-Galerkin
system uniquely solvable?

(c) Consider the following minimization problem:

min
v∈V

J(v), with J(v) =
1

2
∥∇v∥2L2(Ω) −

∫
Ω

v dx,

where V = H1
0 (Ω) and Ω = (0, π) × (0, π) ⊂ R2. What is the corresponding PDE to

this minimization problem and weak formulation. Use theM -dimensional subspace VM
spanned by the following basis functions:

ψi,j(x, y) = sin(ix) sin(jy), 1 ≤ i, j ≤ N, M = N2,

to derive elements of the corresponding Ritz-Galerkin stiffness matrix and right hand
side.

Hint: You can use without a proof the following integrals:∫ π

0

sin(kx) =
−1 + cos(kπ)

k
, for k ∈ N,∫

Ω

(
i cos(ix) sin(jy)
j cos(jy) sin(ix)

)(
k cos(kx) sin(ly)
l cos(ly) sin(kx)

)
dΩ =

{
(i2+j2)π2

4 , (i, j) = (k, l)

0, otherwise

3 + 1 + 4 = 8 Points
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Problem 4.
Given the boundary value problem

−
((
1 + x2

)
ux

)
x
−
((
1 + y2

)
uy

)
y
+ 2u = 2 in T

u = 0 on ∂T

on the reference triangle T := {(x, y) : 0 < x, y < 1, x + y < 1} with the vertices (0, 0),
(1, 0) and (0, 1).

(a) Give the weak formulation of the problem.

(b)

We want to solve the problem using piecewise line-
ar finite elements. For this reason T = T1 ∪ T2 ∪ T3
is split up into three triangles Ti with the common
inner vertex (x0, y0) = (1/3, 1/3). Set up the line-
ar system for the approximate solution uh but leave
the matrix and vector elements in integral form.

(0,0) (1,0)

(0,1)

T1

T2T3 •

• •

•

Hint: What does the homogeneous boundary mean for the number of basis func-
tions?
On each triangle Ti the basis function is given by φi(x, y) = αix+βiy+γi, αi, βi, γi ∈
R, i = 1, . . . , 3.

(c) Find the transformations Ai : T → Ti, i = 1, . . . , 3 from the reference triangle onto
each of the three triangles.The transformation should map the common vertex (x0, y0)
onto the origin (0, 0).

(d) Determine the integrals of the equation system. Use the transformations Ai derived in
the task before and the integral transformation∫

Ti

f(x, y) dxdy =

∫
T

f(Ai(η, ξ)) |detAi(η, ξ)| dηdξ

to calculate the integrals over the reference triangle.

Hint: Make yourself clear how φi and ∇φi transform.
For the integrals over the reference triangle T you can use the following quadrature
rule ∫

T

f(x, y) dxdy =
1

6

(
f

(
1

6
,
1

6

)
+ f

(
4

6
,
1

6

)
+ f

(
1

6
,
4

6

))
.

(e) Determine the approximate solution by solving the linear system. What is the approxi-
mate value at the position (x0, y0)?

1 + 1.5 + 1.5 + 4 + 1 = 9 Points
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Problem 5.
Consider the two PDEs as follows

ut +

(
u2

2

)
x

= 0, (1)

(
u2
)
t
+

(
2u3

3

)
x

= 0. (2)

a) Show that (1) and (2) have the same classical solutions.

b) Consider Riemann problem with the initial data

u(x, t = 0) = u0(x) =

{
uL, x < 0,

uR, x > 0,
where uL > uR.

(i) Determine weak solutions for both (1) and (2).

(ii) Are both weak solutions in (i) the same?

2 + 4 = 6 Points
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Problem 6.
For a following system of linear conservation laws

∂tU(t, x) +A∂xU(t, x) = 0,

with a matrix A =

(
−7 10
5 −2

)
and an initial condition

U(0, x) =


(
0
4

)
, x < 0,(

2
1

)
, x > 0.

Consider following steps:

(a) Diagonalise the system and transform the initial condition to reduce it to two indepen-
dent scalar linear conservation laws by changing variables. For this purpose use the
eigenvalue decomposition of the matrix A = TΛT−1 with a diagonal Λ.

(b) Solve acquired independent scalar conservation laws with corresponding initial condi-
tions.

(c) Transform the solution back to the variable U(t, x).

4 + 1 + 3 = 8 Points
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Problem 7.
For the advection equation

∂tu+ a∂xu = 0 (⋆)

with periodic boundaries we consider an equidistant discretization with time step ∆t and
grid size ∆x, and the time-step-method

un+1
j = unj +

ν

2

(
unj−1 − unj+1

)
+
δ

2

(
unj−1 − 2unj + unj+1

)
(⋆⋆)

for point values unj ≈ u(xj , tn). The Courant number is given by ν = a∆t
∆x and there is an

additional parameter δ ∈ R.

(a) For general δ, compute the local error and consistency order for the scheme (⋆⋆).
What value of δ is needed to make the scheme second-order?

(b) For general δ show that amplification function of the method is given by

g(ξ) = 1 + δ (cos ξ − 1)− i ν sin ξ

based on the Fourier or von-Neumann analysis.

(c) Consider the following 6 parametric plots of the amplification function g(ξ) in the
complex plane.

.
What are the values of the parameters ν and δ for each of these plots? In what cases
do you expect a stable method in the sense of von-Neumann? Please justify!

(d) Name the methods for δ = ν and δ = ν2.

3 + 2 + 2 + 1 = 8 Points
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Problem 8.
The super-bee limiter for the nonlinear reconstruction of cell slopes in a finite volume
method is given by

ϕ(sb)(θ) = max (0,min (1, 2θ) ,min (2, θ))

(a) Draw the super-bee limiter in the θ-ϕ-diagram together with the minmod and van-Leer
limiter.

(b) Is the superbee-limiter consistent and TVD?

(c) Consider the reconstruction formula ũi(x) = ui+σi(x−xi) with σi = ϕ(θi)
ui+1−ui

∆x
and the values

1. ui−1 = 3, ui = 4, ui+1 = 10 and

2. ui−1 = 2, ui = 0, ui+1 = 6.

Compute the slope σi based on the super-bee and minmod limiter.

3 + 2 + 3 = 8 Points
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